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ACL Information--
Volume Name: vss-control

ACL: read-write

No CHAP User/s

No Initiator Name/s

No IPAddress/es

Storage Pool: default

ACL Information--
Volume Name: VMVol2

ACL: read-write

No CHAP User/s

Initiator Name/s: ign.1998:01.com.vmware:ESXi55-S1-
00ch38a2, ign.1998-01.com.vmware:ESXi55-54-49fc30e1,
ign.1998-01.com.vmware:esxi55-S3-191f¢877, ign.1998-
01.com.vmware:ESXi55-S2-1d938d8f

IPAddress/es: 0.0.0.0, 0.0.0.0, 0.0.0.0, 0.0.0.0

Storage Pool: default

ACL Information--
Volume Name: Media

ACL: read-write

No CHAP User/s

Initiator Name/s: iqn.1998:01.com.vmware:ESXi55-S1-
00cb38a2, ign.1998-01.com.vmware:ESXi55-S2-1d938d8f,
ign.1998-01.com.vmware:esxi55-S3-191fc877, ign.1998-
01.com.vmware:ESXi55-S4-49fc30e1

IPAddress/es: 0.0.0.0, 0.0.0.0, 0.0.0.0, 0.0.0.0

Storage Pool: default

ACL Information--
Volume Name: VMVol1

ACL: read-write

No CHAP User/s

Initiator Name/s: iqn.1998:01.com.vmware:ESXi55-S1-
00cb38a2, ign.1998-01.com.vmware:ESXi55-S2-1d938d8f,
ign.1998-01.com.vmware:esxi55-S3-191fc877, ign.1998-
01.com.vmware:ESXi55-54-49fc30e1

IPAddress/es: 0.0.0.0, 0.0.0.0, 0.0.0.0, 0.0.0.0

Storage Pool: default

FIG. 6A
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Connections Information
Volume Name: vss-control

Storage Pool: default .
Connections Information

Volume Name: VMVol2

IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S4-49fc30e1

IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S4-49fc30e1

IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign.1998-01.com.vmware :esxi55-S3-191fc877
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign.1998-01.com.vmware:esxi55-S3-191fc877
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-52-1d938d8f
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S2-1d938d8f
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S1-00cb38a2
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: iqn1998-01.com.vmware:ESXi55-S1-00cb38a2
IP Address Connected from: 192.168.10.202

Initiator Name Connected from: iqn1998-01.com.vmware:ESXi55-S4-49fc30e1

IP Address Connected from: 192.168.10.202

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S4-49fc30e1

IP Address Connected from: 192.168.10.202

Initiator Name Connected from: ign.1998-01.com.vmware :esxi55-S3-191fc8§77
IP Address Connected from: 192.168.10.202

Initiator Name Connected from: ign.1998-01.com.vmware:esxi55-S3-191fc877
IP Address Connected from: 192.168.10.202

Initiator Name Connected from: iqn1998-01.com.vmware:ESXi55-S2-1d938d8f
IP Address Connected from: 192.168.10.202

Initiator Name Connected from: iqn1998-01.com.vmware:ESXi55-S2-1d938d8f
IP Address Connected from: 192.168.10.202

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S1-00cb38a2
IP Address Connected from: 192.168.10.202

Initiator Name Connected from: iqn1998-01.com.vmware:ESXi55-S1-00cb38a2

Storage Pool: default .
Connections Information

Volume Name: Media

IP Address Connected from: 192.168.10.201

Initiator Name Connected from: iqn1998-01.com.vmware:ESXi55-S4-49fc30e1
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign1998-01.com.vmware:ESXi55-S4-49fc30e1
IP Address Connected from: 192.168.10.201

Initiator Name Connected from: ign.1998-01.com.vmware:esxi55-S3-191fc877

FIG. 6B
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public void GenerateStorageAreaNetwork (String XMLFilename )

{
try{

InputStream is = new BufferedInputStream(
new FileInputStream(XMLFilename));

| //DOM Parser
XStream xs =

new XStream(new DomDriver ("UTF-8"));

san = new SAN();
xs.fromXML(is, san);

}

catch( FileNotFoundException )

{

System.out.println(”Exception thrown - “ + [fnfe]);
}

FIG. 8A

Connection| conn = new |Connection|();

conn.endPointl = endPointl;

conn.endPoint2 = |endPoint2|;
[connectionList.add(conn);

FIG. 8B
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public void RenderSANTopology( Graphics2D g2d )
{

Dimension d = null;
Point pos = null;
Device dev = null;
for( int a = 0; a< san.serverList.size(); att)
{
Server srv = (Server)san.serverList.get(a);
pos = CalculatePosition(srv, a);
d = RenderServer( g2d, srv , pos );
dev = srv;
Rectangle r = new Rectangle( pos.x, pos.y, d.width, d.height);
images.put( r , dev);

}
FIG. 8C
public void RenderComnection( Graphics2D g2d, Connection comn )
{
String keyStringl = new String( conn,endPointl.deviceld+ "s"+ conn.endPointl,adapterId+™s"+ conn.endPointl.portio);
| String keyString? = new String( conn.endPoint2.deviceldt “+"+ conn.endPoint2.adapterIdt”:"+ conn.endPoint?.portlo);
Point pl=(Point)portMap.get (keyStringl);
Point p2=(Point)portMap.get (keyString2);
QuadCurve2D.Double qc = new QuadCurveD.Double(pl.x,pl.y,pl.x-50,pl.y-50,
p2.x,p2.9);
q2d.setPaint(Color. RED)1
g2d.draw(qc);
g2d.fill0val(pl.x-2, pl.y=2, 4, 4);
g2d.filloval(p2.x-2, p2.y-2, 4, 4);
}

FIG. 8D
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1
AUTOMATED SAN NETWORK
TOPOLOGICAL DIAGRAM AND
POINT-TO-POINT CABLING CREATION
FOR CUSTOMERS ENVIRONMENTS

BACKGROUND OF THE INVENTION

A Storage Area Network (SAN) is a dedicated network
that provides access to consolidated groups of block-level
storage devices. A SAN enables multiple servers to share the
storage devices, so that SAN users do not need to acquire
additional servers to increase storage capacity.

A SAN environment can have architectures can that are
extensive and complex, with a large number of components
and connections between those components. Troubleshoot-
ing SAN environments can be very difficult and time con-
suming without documentation describing how the system is
interconnected.

Existing data gathering and analysis tools do not produce
clear and precise configuration documentation that SAN
support teams need to efficiently perform their tasks. With-
out precise information about the target SAN environment,
the amount of time and effort it takes to analyze the
environment and identify solutions can be significant. Fur-
ther, without accurate documentation, the support team may
have no alternative but to purchase components to solve
problems that would be unnecessary if the team had
adequate visibility into the system.

SUMMARY OF THE INVENTION

The described embodiments may enable SAN support
teams to quickly and accurately characterize components
and connections with an SAN environment.

In one aspect, the described embodiments include a
method of presenting a network architecture, including
identifying two or more network devices for interconnection
analysis, collecting information describing communications
paths between two or more network devices, and converting
the collected information into a markup language format.
The method further includes generating, from the markup
language format, a listing of the network devices and a
listing of connections therebetween. The method also
includes instantiating, based on the listing of the network
devices, one or more images depicting each of the two or
more network devices. The method further includes instan-
tiating, based on the listing of connections therebetween,
one or more images depicting connections between the two
or more network devices.

One embodiment further includes storing the collected
information in a storage medium. In another embodiment,
the storage medium is associated with a database. In another
embodiment, the collecting information generates one or
more log files. In yet another embodiment, the markup
language is extensible markup language (XML).

One embodiment further includes providing a graphical
user interface upon which to instantiate the images depicting
each of the two or more network devices and the images
depicting connections between the two or more network
devices. In one embodiment, identifying two or more net-
work devices further includes identifying one or more
categories of network devices. In another embodiment, the
one or more categories of network devices includes one or
more of storage devices, host devices, switch devices and
router devices.

In one embodiment, instantiating images depicting each
of the two or more network devices further includes select-
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2

ing the images from an image database. In another embodi-
ment, instantiating images depicting connections between
the two or more network devices further includes rendering
a trace from one of the two or more network devices to
another of the two or more network devices, wherein the
trace is characterized at least by a width. In another embodi-
ment, the two or more network devices include components
of a storage array network.

In another aspect, the described embodiments are a tan-
gible, non-transitory, computer readable medium for storing
computer executable instructions for presenting a network
architecture, with the computer executable instructions for
identifying two or more network devices for interconnection
analysis, collecting information describing communications
paths between two or more network devices and converting
the collected information into a markup language format.
The medium further includes instructions for generating,
from the markup language format, a listing of the network
devices and a listing of connections therebetween. The
medium also includes instructions for instantiating, based on
the listing of the network devices, one or more images
depicting each of the two or more network devices. The
medium further includes instructions for instantiating, based
on the listing of connections therebetween, one or more
images depicting connections between the two or more
network devices.

One embodiment further includes instructions for storing
the collected information in a storage medium. Another
embodiment further includes instructions for storing the
collected information in a database system. Another embodi-
ment includes instructions for converting the collected infor-
mation into an XML format.

One embodiment includes instructions for providing a
graphical user interface upon which to instantiate the images
depicting each of the two or more network devices and the
images depicting connections between the two or more
network devices. Another embodiment includes instructions
for identifying one or more categories of network devices.
Yet another embodiment includes instructions for selecting
the images from an image database.

One embodiment includes instructions for rendering a
trace from one of the two or more network devices to
another of the two or more network devices. The trace is
characterized at least by a width. Another embodiment
includes instructions for identifying two or more storage
area network components.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing will be apparent from the following more
particular description of example embodiments of the inven-
tion, as illustrated in the accompanying drawings in which
like reference characters refer to the same parts throughout
the different views. The drawings are not necessarily to
scale, emphasis instead being placed upon illustrating
embodiments of the present invention.

FIG. 1 illustrates an exemplary procedure that may be
associated with the described embodiments.

FIG. 2 illustrates an example of a point-to-point spread-
sheet according to the described embodiments.

FIG. 3 shows an example of the information from the
connection XML files, mapped to a graphical format accord-
ing to the described embodiments.

FIG. 4 illustrates the correspondence between the graphi-
cal elements of FIG. 3 with the point-to-point elements of
FIG. 2.
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FIG. 5 illustrates an exemplary flow diagram constructed
according to the described embodiments.

FIG. 6A illustrates an exemplary excerpt from an acl log
file.

FIG. 6B illustrates an exemplary excerpt from a connec-
tion log file.

FIG. 7 illustrates an example procedure for generating
524 a topological drawing according to the described
embodiments.

FIG. 8A shows example code associated with parsing an
XML file.

FIG. 8B shows example code associated with storing
device connections.

FIG. 8C shows example code associated with rendering
device images.

FIG. 8D example code associated with rendering connec-
tions between device images.

DETAILED DESCRIPTION OF THE
INVENTION

A description of example embodiments of the invention
follows.

The described embodiments provide a user with a graphi-
cal depiction of a network topology. While exemplary
embodiments describe analysis of a Storage Area Network
(SAN), the underlying concepts may also apply to other
types of network architectures. Further, the exemplary
embodiments describe the use of the Lasso tool (a product
of Dell Inc.) to gather information about network elements
and connections between those elements, other techniques
for gathering such information may also be used.

FIG. 1 illustrates an exemplary procedure that may be
associated with the described embodiments. A user may
initially identify 102 certain network elements to include in
the depicted topology. In one exemplary embodiment, the
user identifies 102 the network elements by selecting “check
boxes” associated with the network elements in a Graphical
User Interface (GUI). In other embodiments, the user may
identify 102 network elements through other selection tech-
niques know in the art, for example by entering device
names at a command prompt or using a mouse or other data
entry device to select network element icons in the GUL.

Topology data is collected 104 against the selected net-
work elements. By collecting against only the selected
network elements, the user has the option of evaluating the
overall network or only a portion of the overall network. The
collected data is stored in one or more data logs. In an
exemplary embodiment, each network element against
which data is collected may have its own dedicated data log,
although in other embodiments certain network elements
may share data logs.

The data logs are retrieved and unpacked 106, and infor-
mation is extracted 108 from certain selected fields within
the data logs. The certain selected fields may generally
include identification information (e.g., network element
device make, model, name), port information (e.g., Internet
Small Computer System Interface (iSCSI) ports, iSCSI
Media Access Control (MAC) addresses) and interconnec-
tion information (e.g., identification of connected port, iden-
tification of connection destination, type of connection
media), although in some embodiments the certain selected
fields may include other information. Further, the certain
selected fields may include fields that were pre-determined
prior to beginning data collection, and/or information spe-
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cifically selected by the user when the data is collected. The
information extracted from the data logs is stored in an SQL
database.

The information stored in the SQL database is used to
generate XML files 110 that organize the information. The
XML files are further processed to generate connection
XML files 112, which contain information concerning inter-
connection between network elements.

The connection XML files are used to generate 114 a table
of “point-to-point” connections within the network. In an
exemplary embodiment, the point-to-point table is a spread
sheet, each row of which describes a connection between
two network elements.

FIG. 2 illustrates an example of a point-to-point spread-
sheet 200 according to the described embodiments. The
“FROM?” portion 202 of the spreadsheet 200 describes a first
end of one or more connections. In some embodiments, the
first end may be a signal source, although the first end may
describe a connection terminal regardless of its role as a
signal source or sink.

The FROM portion 202 of the spreadsheet 200 includes a
column identifying the network element device make 204, a
column identifying the network element device model 206
and a column identifying the network element device name
208. The FROM portion 202 of the spreadsheet 200 further
includes a column identifying a port 210 of the network
element (in this example, the port is an iSCSI port) and a
MAC address 212 of the port.

The “TO” portion 214 of the spreadsheet 200 describes a
second end of the one or more connections. In some embodi-
ments, the second end may be a signal sink, although the
second end may describe a connection terminal regardless of
its role as a signal source or sink. The TO portion 214 of the
spreadsheet 200 includes a column describing Switch Name
and/or Switch Management IP-Address 216, a column
describing a port name 218 and a column describing the
media type 220 of the connection.

One connection described by spreadsheet 200 (shown
with a bold outline) goes from network element C2-M4220-
M2-CMO, which is a model 70-04500f device make
PS-M4110. The connection goes to switch C2-MX[.-B1 at
IP Address 10.126.124.169. The connection couples iSCSI
port EthO (MAC address 90:b1:1¢:08:07:f0)of C2-M4220-
M2-CMO to port Te 0/14 of switch C2-MXL-B 1. The media
type 220 is listed as “bck-plane,” which means that the
connection is a backplane connection.

The information within the connection XML files may
also be mapped 116 into a graphical format. In an exemplary
embodiment, the graphical format is a block diagram, with
network elements depicted as device icons, and connections
depicted as lines, bars or icons that represent specific media
types. For example, the network element device make,
model and name information in the point-to-point connec-
tion table is mapped to device icons. Similarly, the port and
interconnection information is mapped to lines, bars or
media icons that are shown connecting the device icons.

FIG. 3 shows an example of the information from the
connection XML files, set forth in the point-to-point table
200 of FIG. 2, mapped to a graphical format according to the
described embodiments. FIG. 3 shows a PowerEdge M420
302, a PS-M4110 304, two Forcel0 MXL switches 306, 308
and two other ForcelO switches 310, 312.

The spreadsheet of FIG. 2 is copied in FIG. 4, and
superimposed with the network element reference numbers
from FIG. 3 to illustrate the correspondence between the
graphical elements of FIG. 3 with the point-to-point ele-
ments of FIG. 2. The first four populated rows at the top of
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the spreadsheet of FIG. 4 thus describe two connections
between PS-M4110 304 and a first Forcel0 MXL switch
306, and two connections between PS-M4110 304 and a
second Forcel0 MXL switch 308. The 5th and 6th populated
rows in the spreadsheet of FIG. 4 describe two connections
between M420 302 and a first Forcel0 MXL switch 306.
The 7th and 8th populated lines in spreadsheet of FIG. 4
describe the interconnections between first Forcel0 MXL
switches, 306 and 308 to second ForcelO switches 310 and
312 respectively as shown in FIG. 3

FIG. 5 illustrates an exemplary flow diagram constructed
according to the described embodiments. This example
provides a more detailed description of the processing that
occurs in blocks 106 and 108 of FIG. 1. In this example, the
Lasso is used to collect data against multiple network
elements.

At the “Start Analysis” point 502 of the flow diagram,
Lasso has already collected data against selected network
elements and stored collected data in data logs, as described
in blocks 102 and 104 of FIG. 1. Certain of the stored log
files are selected 504 for analysis, by for example an existing
configuration file or through live selection by a user (e.g.,
using checkboxes or other selection techniques known in the
art).

The next three blocks 506, 508, 510 in the flow diagram
relate to analysis of storage arrays, hosts and switches,
respectively. Each of these three blocks makes a determi-
nation about whether a complete or partial collection has
occurred.

If it is determined 506 that all available storage groups
and/or members have been collected against, specific stor-
age log files 512 are analyzed. In this example, log files
relating to storage access control list (acl) information,
storage connection information, storage enclosure informa-
tion, storage group information and storage network infor-
mation are analyzed. FIG. 6A illustrates an exemplary
excerpt from an acl log file and FIG. 6B illustrates an
exemplary excerpt from a connection log file.

If it is determined 508 that all available host devices have
been collected against, specific host log files 514 are ana-
lyzed. If it is determined 510 that all available SAN switch
devices have been collected against, specific switch log files
516 are analyzed.

If any of the determinations 506, 508 or 510 indicates that
some of the corresponding files have not been collected
against, analysis 518 of partial log collections is performed.
Following these determinations, the available log data is
extracted and stored 520 in an SQL database. A partial or
incomplete collection of device information and/or log files
may result in an incomplete point-to-point table and topo-
logical drawing, although such a partial table or drawing
may provide useful information to the user.

The data stored in the SQL database is used to generate
522 a topology XML file, from which a topological drawing
is generated 524.

FIG. 7 illustrates an example procedure for generating
524 a topological drawing according to the described
embodiments. Once the topology XML file is generated, the
Dom Parser parses 702 the XML file. Example code asso-
ciated with parsing the XML file is shown in FIG. 8A.

Device connections extracted from the XML file are
stored 704 in MAP. Example code associated with storing
device connections is shown in FIG. 8B.

If device images corresponding to device information
from the XML files, those images are loaded 706. Otherwise
the required images are created (e.g., drawn) 708 using for
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example a drawing utility such as Java Swings. Example
code associated with rendering device images is shown in
FIG. 8C.

Once the necessary device images are either loaded or
drawn, point-to-point connections between the device
images are drawn 710 using interconnection information
from the XML file. The connections may be drawn 710
using a drawing software application such as PAINT or other
such drawing tool known in the art. Example code associ-
ated with rendering connections between device images is
shown in FIG. 8D.

It will be apparent that one or more embodiments
described herein may be implemented in many different
forms of software and hardware. Software code and/or
specialized hardware used to implement embodiments
described herein is not limiting of the embodiments of the
invention described herein. Thus, the operation and behavior
of embodiments are described without reference to specific
software code and/or specialized hardware—it being under-
stood that one would be able to design software and/or
hardware to implement the embodiments based on the
description herein.

Further, certain embodiments of the example embodi-
ments described herein may be implemented as logic that
performs one or more functions. This logic may be hard-
ware-based, software-based, or a combination of hardware-
based and software-based. Some or all of the logic may be
stored on one or more tangible, non-transitory, computer-
readable storage media and may include computer-execut-
able instructions that may be executed by a controller or
processor. The computer-executable instructions may
include instructions that implement one or more embodi-
ments of the invention. The tangible, non-transitory, com-
puter-readable storage media may be volatile or non-volatile
and may include, for example, flash memories, dynamic
memories, removable disks, and non-removable disks.

While this invention has been particularly shown and
described with references to example embodiments thereof,
it will be understood by those skilled in the art that various
changes in form and details may be made therein without
departing from the scope of the invention encompassed by
the appended claims.

What is claimed is:

1. A method of presenting a network architecture, com-
prising:

identifying two or more network devices for interconnec-

tion analysis;

collecting information describing communications paths

between two or more network devices;

converting the collected information into a markup lan-

guage format;

generating, from the markup language format, a listing of

the network devices and a listing of connections ther-
ebetween as a set of one or more records, each of the
one or more records describing (i) a single point-to-
point connection from a first network device to a
second network device, (ii) a network device make and
model associated with the single point-to-point con-
nection, (iii) a network device port associated with the
single point-to-point connection, (iv) a network device
media type associated with the single point-to-point
connection, (v) a media access control (MAC) address
of the network device port associated with the single
point-to-point connection;

instantiating, based on the markup language format of the

listing of the network devices, one or more images
depicting each of the two or more network devices; and
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instantiating, based on the markup language format of the
listing of connections therebetween, one or more
images depicting connections between the two or more
network devices.

2. The method of claim 1, further including storing the
collected information in a storage medium.

3. The method of claim 2, wherein the storage medium is
associated with a database.

4. The method of claim 2, wherein the collecting infor-
mation generates one or more log files.

5. The method of claim 1, wherein the markup language
is extensible markup language (XML).

6. The method of claim 1, further including providing a
graphical user interface upon which to instantiate the images
depicting each of the two or more network devices and the
images depicting connections between the two or more
network devices.

7. The method of claim 1, wherein identifying two or
more network devices further includes identifying one or
more categories of network devices.

8. The method of claim 7, wherein the one or more
categories of network devices includes one or more of
storage devices, host devices, switch devices and router
devices.

9. The method of claim 1, wherein instantiating images
depicting each of the two or more network devices further
includes selecting the images from an image database.

10. The method of claim 1, wherein instantiating images
depicting connections between the two or more network
devices further includes rendering a trace from one of the
two or more network devices to another of the two or more
network devices, wherein the trace is characterized at least
by a width.

11. The method of claim 1, wherein the two or more
network devices include components of a storage array
network.

12. A tangible, non-transitory, computer readable medium
for storing computer executable instructions for presenting a
network architecture, with the computer executable instruc-
tions for:

identifying two or more network devices for interconnec-

tion analysis;

collecting information describing communications paths

between two or more network devices;

converting the collected information into a markup lan-

guage format;

generating, from the markup language format, a listing of

the network devices and a listing of connections ther-
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ebetween as a set of one or more records, each of the
one or more records describing (i) a single point-to-
point connection from a first network device to a
second network device, (ii) a network device make and
model associated with the single point-to-point con-
nection, (iii) a network device port associated with the
single point-to-point connection, (iv) a network device
media type associated with the single point-to-point
connection, and (v) a media access control (MAC)
address of the network device port associated with the
single point-to-point connection;
instantiating, based on the markup language format of the
listing of the network devices, one or more images
depicting each of the two or more network devices; and

instantiating, based on the markup language format of the
listing of connections therebetween, one or more
images depicting connections between the two or more
network devices.

13. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
storing the collected information in a storage medium.

14. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
storing the collected information in a database system.

15. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
converting the collected information into an XML format.

16. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
providing a graphical user interface upon which to instan-
tiate the images depicting each of the two or more network
devices and the images depicting connections between the
two or more network devices.

17. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
identifying one or more categories of network devices.

18. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
selecting the images from an image database.

19. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
rendering a trace from one of the two or more network
devices to another of the two or more network devices,
wherein the trace is characterized at least by a width.

20. The tangible, non-transitory, computer readable
medium of claim 12, further including instructions for
identifying two or more storage area network components.
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